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Abstract

Previous research on sex selective abortions has ignored the interactions between fertility,

birth spacing and sex selection. This paper presents a novel approach that jointly estimates

the determinants of sex selective abortions, fertility and birth spacing, using data from India’s

National Family and Health Surveys. For well educated Indian women the predicted number

of abortions during childbearing is six percent higher after sex selection became illegal than

before while their predicted fertility is eleven percent lower and around replacement level.

Women with less education have substantially higher fertility and do not appear to use sex

selection.

JEL: J1, O12, I1 Keywords: India, pre-natal sex determination, censoring, competing risk



During the last century India has experienced an almost continuous increase in the overall ratio

of males to females, mainly because of excess mortality of girls.1 During the last two decades the

ratio of males to females at birth has also increased as pre-natal sex determination techniques have

become available.2 Yet, the determinants of sex selective abortions are still not well understood.

This is especially the case for the relationship between fertility and sex selection. Research has

been constrained by the absence of direct information; few questionnaires ask about sex selection

and those that do, show signs of serious under-reporting (Goodkind 1996). There are therefore few

individual level analyses of who uses sex selection and why.

In the absence of direct information on sex selective abortions prior research has relied on a

simple method for determining the use of sex selection. With data on births one can estimate the

effects of various characteristics on the probability of having a son, using the sex of the children

born as the dependent variable.3 In the absence of any interventions the probability of having

a son is approximately 0.512 and this probability is independent of genetic factors (Ben-Porath

and Welch 1976; Jacobsen, Møller and Mouritsen 1999).4 With the sex of a foetus random, a

statistically significant effect of one or more variables on the probability of giving birth to a boy

therefore indicates that sex selection has been used. The main advantage of this method is ease of

use; simple OLS or logit can be used to estimate the determinants of the probability that families

with a specific set of characteristics have a boy for a given parity birth.

The simple method does, however, suffer from two major issues. First, it does not take into

account that fertility is a choice and a choice that is closely related to the use of sex selective

abortions. Imagine that families want one son but do not use sex selection. Just below half will

not have a son as their first child, by the second child slightly less than 25 percent will not have a

1See Murthi, Guio and Dreze (1995) and Dyson (2001).
2See Das Gupta and Bhat (1997), Sudha and Rajan (1999), Arnold, Kishor and Roy (2002), Retherford and Roy

(2003) and Jha, Kumar, Vasa, Dhingra, Thiruchelvam and Moineddin (2006). India is not alone; both China and South
Korea have seen significant changes in the sex ratio at birth (Zeng, Tu, Gu, Xu, Li and Li 1993; Park and Cho 1995).

3Examples of studies that have used this approach are Retherford and Roy (2003), Jha et al. (2006) and Abrevaya
(2009).

4Poor nutritional and health status of women may lead to relatively more girls being born, probably as an evolu-
tionary response to maximise reproductive success (Trivers and Willard 1973; Wells 2000). Empirical evidence from
Ethiopia and from cross country data supports this hypothesis (Klasen and Wink 2002; Gibson and Mace 2003). See
also the discussion for India in Bhaskar and Gupta (2007).
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son, etc. If the desire is for one son, more than 99 percent of families would achieve that target if

they were willing to have up to six children. If the desire is for one son and for only two children,

families have to resort to sex selection to achieve both targets. Hence, in the absence of other

changes falling desired fertility increases the use of sex selection. But not only can a fall in desired

fertility increase the use of sex selection, increasing the availability of pre-natal sex determination

also allows a woman to reach a desired number of sons with fewer births. To fully understand

the use of sex selection we therefore need to understand both its use by parity and the fertility

decision. This is especially important if declining fertility is the driver of the increased use of

sex selection. The simple method cannot provide any information on the likelihood of a women

progressing to the next pregnancy and therefore cannot tell us how the overall sex ratio changes

and what is behind the change.

Secondly, the simple method ignores that spacing between children is an important consider-

ations for many families and that there are significant interactions between birth spacing and sex

selection. Each abortion increases the spacing between births. The additional spacing due to an

abortion can be divided into three parts. First, right after an abortion takes place the uterus needs at

least two menstrual cycles to recover before conception should be attempted again because a short

(less than 3 months) space between an abortion and a subsequent pregnancy leads to a substan-

tial increase in the likelihood of a spontaneous abortion (Zhou, Olsen, Nielsen and Sabroe 2000).

Secondly, the expected time to conception is about six months. Finally, reliable sex determination

tests can be carried out after three months of gestation. One sex selective abortion therefore delays

the next birth by a year on average.5 If families do not want the space between children to be too

long they may change their decision to use sex selection after one or more abortions and instead

have the next child no matter the sex. A similar behaviour may also occur if there are concerns

about possible infertility from many abortions in row without a birth. The result is that the sample

of women who have not yet had a given parity birth may behave differently from the sample of

women for whom we can observe the birth. This dynamic selection issue implies that ignoring

5The waiting time to conception does vary by woman, but even if it is very short, say one month, the minimum
additional space between births would be six months per abortion.
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birth spacing and the potential changes in the use of sex selection with longer spacing will lead the

simple method to bias upwards the predicted sex ratio for a given parity.

This paper presents a novel method that directly incorporates that the use of sex selective

abortions affects both the likelihood of having a son and the duration between births. The empirical

model is a competing risk non-proportional hazard model with two exits states: either a boy or a

girl is born. This approach has three major advantages over the simple method. First, it models

fertility and spacing decisions jointly with the birth outcome. This allows both progression to

next birth and likelihood of using sex selective abortions to be estimated. Secondly, by explicitly

incorporating censoring of birth spacing it addresses any potential bias that may arise from changes

in the use of sex selection as the duration from the previous birth increases. Finally, even without

direct information on the availability or use of pre-natal sex determination the method can establish

what factors determine the use of sex selective abortions because it provides direct information on

sex ratios for births at given spell lengths. In sum, for a sample of women the method makes it

possible to estimate how many births they will have, what the final sex ratio of their children will

be, and how many sex selective abortions they will go through.

Using birth histories covering the period 1972 to 2006 from India’s National Family and Health

Surveys the method is used to examine three hypotheses that are important for understanding the

use of sex selective abortions. First, the declining demand for children is the main factor in the

decision to use sex selective abortions for a given set of son preferences. Secondly, parents have

strong preferences for having one son, rather than for a large number of sons. Finally, the legal steps

taken to combat sex selective abortions have had minimal impact. In addition to understanding the

use of sex selective abortions, the results can also provide a solid footing for predicting the long

term impact of the increased use.

The results show that better educated women in both urban and rural ares are the main user

of sex selective abortions and they also have the lowest fertility. For women with eight or more

years of education and only daughters the use is substantial: Around 60 percent of the children

born are boys. These women do not, however, use sex selection once they have one boy. Women
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with less than eight years of education do not use sex selection. Combining the results, completed

fertility for well educated women is predicted to be around two in urban areas and 2.5 in rural

areas. The number of sex selective abortions one hundred women are expected to have during their

childbearing is over seven for both urban and rural women and this is five percent higher after the

law was passed compared to before. When censoring is important the simple method overestimates

the resulting sex ratio, because it cannot take into account changes in the use of sex selection with

increasing spacing from the previous birth.

1 Literature Review

The strongest predictor of uneven sex ratio for a given parity is the sex composition of previous

children (Retherford and Roy 2003; Jha et al. 2006; Abrevaya 2009). For families without a son,

the higher the parity the higher the probability of having a son as the next birth. The propensity to

use sex selection increases with socio-economic status, especially education, and the proportion of

males to females is larger in cities than in rural areas (Retherford and Roy 2003; Jha et al. 2006).

There is substantial disagreement on whether sex selective abortion is used for the first birth. Using

the Special Fertility and Mortality Survey Jha et al. (2006) found that in both urban and rural areas

there were 54.4 percent boys born among first-borns, while Retherford and Roy (2003) using the

first two rounds of the National Family and Health Survey finds little or no evidence of sex selection

on the first birth. Although the Special Fertility and Mortality Survey covers a much large number

of households than the three rounds of the NFHS combined, Jha et al. (2006) only use births that

took place in 1997 making their sample sizes by parity smaller than what is used here. In addition,

there are serious questions about the quality of the data, especially the possibility of systematic

recall error for girls (George 2006; Bhat 2006).

Despite a large demographic literature on the relation between son preference and fertility

stopping behaviour (see, for example, Clark 2000), there is little formal analysis of the link between

fertility and sex selection (Park and Cho 1995). For India, it has been argued that fertility decline
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increases the bias against girls (Das Gupta and Bhat 1997), but the stated preference for sons

also appear to decline with lower desired fertility (Bhat and Zavier 2003). In Korea simulations

suggested that introduction of sex selection changed family size little, but did result in abortions of

female foetuses equal to about five percent of actual female births (Park and Cho 1995). For China

allowing a three-child policy has been predicted to increase the fertility rate by 35 percent, but also

reduce the number of girls aborted by 56 percent (Ebenstein 2009).6 Most of the sex selection in

China is due to parents’ with low levels of education (Ebenstein 2009).

Although there is wide agreement that sex selective abortions will substantially affect social

and economic development, there is little agreement on the directions of these effects. Girls may

ultimately benefit because those born are more likely to be wanted (Goodkind 1996). The decline

in mortality of girls in Taiwan as the number of sex selective abortions have gone up seems to

support this hypothesis (Lin, Qian and Liu 2008). A reverse marriage squeeze may also improve

conditions for girls (Park and Cho 1995). In India, this would likely result in lower dowries and

this may already be happening (Lancaster 2002).

It is, however, not clear that the effects will be uniformly positive. First, the desire for chil-

dren might fall more rapidly than the total number of desired sons (Das Gupta and Bhat 1997).

Secondly, it may result in the development of a female underclass or lead to more crime (Edlund

1999; Edlund, Li, Yi and Zhang 2007). These changes can also affect households’ decisions on

investment and saving, either because a son has a higher expected return or because parents view

savings and investment as a means to improving their son’s chances in the marriage market (Ding

and Zhang 2009; Wei and Zhang 2009).

6This study used data on women who have completed their fertility. No allowance is made for the role of spacing
and because only women who have completed their fertility are used, the method cannot be applied to those still in
their childbearing years and therefore have censored spells.

5



2 The Technology of Sex Determination and Selection

There are currently three well-developed technologies for determining the sex of a foetus: Chori-

onic villus sampling (CVS), amniocentesis and ultrasound. CVS can be applied after the shortest

period of gestation (eight to twelve weeks). It is the most complicated but also the most reliable

and an abortion can be done in the first trimester. The cost of the procedure appears to vary widely

with prices quoted by hospitals on-line from Rs 3,500 to Rs 12,000 (USD 75 to USD 260). Am-

niocentesis can be performed after fourteen weeks, but requires three to four weeks before the

result is available, so an abortion cannot be performed until more than halfway through the second

trimester. The cost of amniocentesis is comparable or slightly lower than for CVS. Ultrasound has

the advantages of being non-invasive and relatively cheap, from Rs 500 to Rs 1000 (USD 10 to

20). A foetus’ sex can be determined in the third month of gestation if it is a boy and the fourth

month if it a girl. The first reports of private clinics offering sex determination came in 1982-83

and mobile clinics that can reach remote areas have been available since the mid-1980 in India

(Sudha and Rajan 1999).

Abortion has been legal in India since 1971 and still is. Amniocentesis quickly became known

as a method for pre-natal sex determination and its use for that purpose became a penal offence.

Maharashtra was the first state to pass a law on this in 1988 and in 1994 the Central Government

passed the Pre-natal Diagnostic Techniques (PNDT) Act making determining and communicating

the sex of a foetus illegal.7 There appears to be a substantial leeway in the law, allowing private

clinics to operate with little risk of legal action (Sudha and Rajan 1999). The number of convictions

under PNDT is very low; in January 2008 Haryana became the first state to reach five convictions.

3 Theory

Consider a T period model where parents decide on fertility sequentially. In each period, parents

decide whether to have a child and whether to pay for pre-natal sex determination given their budget

7The Act is described in detail at http://pndt.gov.in/.
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constraint, the characteristics of the children they already have, and the probability of having a son,

π .8 If parents decide to use pre-natal sex determination they automatically abort if the foetus has

the unwanted sex at no additional cost. In the next period, parents then decide whether to have

another child and pay for pre-natal sex determination, and so on.

Parents derive utility from the number of boys, b, the number of girls, g, and parental con-

sumption, c, realised at the end of the T periods. The utility function is separable between parental

consumption and utility from children. Son preference is defined as higher marginal utility of next

child being a boy if parents have an equal number, possibly zero, of boys and girls. A utility

function that incorporate son preference is

U = u(c)+αub(b)+(1−α)ug(g). (1)

This utility function covers a variety of different preference from equal utility of boys and girls

(α = 0.5) to an extreme son preference where there is no utility of having a daughter (α = 1).

Parents’ lifetime income is Y . Parents incur a fixed expense, k, for each child born that covers

the basic costs of having a child and the opportunity costs of the mother’s time. The cost of girls

and boys are assumed to be the same and to ease notation the total number of children in a period

is n = b + g. Pre-natal sex determination carries a cost ps, and the number of pregnancies where

sex determination has taken place is s. The budget constraint is

c+nk + sps ≤ Y. (2)

The decision tree for a model with just two periods is shown in Figure 1 and illustrate the

complexity of the optimisation problem. In the first period, parents can either have no children,

have a child without using pre-natal sex determination (−S) or use pre-natal sex determination (S).

In the latter case, parents enter the second period with either a boy or no children. This decision

8This model is closely related to the one used by Ejrnæs and Pörtner (2004) to analyse intra-household allocation
when fertility is endogenous and parents do not know the characteristics of their next child.
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then repeats itself in the second period (except for those who decided not to have a child in the first

period). Looking only at those with two pregnancies there are now nine possible outcomes rather

than three if pre-natal sex determinations were not available.

n=0
bbbbbbbbbbbbbbbbbbbbbbbbb

\\\\\\\\\\\\\\\\\\\\\\\\\
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Figure 1: Decision tree for a two period model with pre-natal sex screening

In principle this problem can be solved using dynamic programming, but because the choice

variable and the state variables are discrete a closed-form solution is generally not available. There

are three discrete state variables (boys, girls, scans) and one choice variable with three choices

(no pregnancy, pregnancy without pre-natal sex determination, and pregnancy with pre-natal sex

determination). Combined with the finite time horizon a problem of this type is especially suited

for simulation and the model is simulated using backward induction.

The utility function is

U = 1.5ln(c−30)+α ln(b+1)+(1−α) ln(g+1).

All simulations assume 12 periods, Y = 200 and the probability of a son equal to 0.5. The three

“exogenous” variables and their examined values are the cost of children (k ∈ 12,14,16,18), cost

of pre-natal sex determination (p ∈ 1,3,5,30), where the last value is equivalent to no pre-natal

sex determination available, and the degree of son preference (α ∈ 0.55,0.65,0.75). The optimal

choice sets are applied to a sample of 50,000 “individuals”, who each have 12 “potential” children,

whose sex come from a binomial distribution with the probability above.
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Table 1: Fertility and Percent Boys by Cost of
Children and Pre-Natal Sex Determination

Cost of Pre-Natal Sex Determination (ps)
1 3 5 No Access

Cost of
children
(k)

Fertility Fertility Fertility Fertility

St. Percent St. Percent St. Percent St.
Mean Dev. Boysa Mean Dev. Boysa Mean Dev. Boysa Mean Dev.

Son Preference α = 0.55
12 4.09 0.38 59.03 4.40 0.55 50.71 4.45 0.66 50.00 4.45 0.66
14 3.68 0.58 60.13 3.68 0.58 51.74 3.75 0.66 50.07 3.75 0.66
16 3.12 0.33 54.04 3.12 0.33 54.04 3.25 0.43 50.07 3.25 0.43
18 2.25 0.43 61.04 2.50 0.50 54.99 2.50 0.50 49.99 2.50 0.50

Son Preference α = 0.65
12 4.49 0.51 63.06 4.34 0.48 54.68 4.42 0.61 50.15 4.43 0.65
14 3.12 0.34 69.94 3.47 0.50 58.58 3.68 0.58 50.91 3.71 0.67
16 3.00 0.06 70.79 3.00 0.02 54.22 3.12 0.33 52.03 3.19 0.52
18 2.75 0.43 72.64 2.00 0.02 62.39 2.25 0.43 55.48 2.37 0.70

Son Preference α = 0.75
12 3.98 0.17 76.41 4.00 0.06 59.30 4.50 0.79 50.39 4.52 0.87
14 3.84 0.37 77.21 3.00 0.05 70.78 3.50 0.50 51.86 3.61 0.76
16 3.00 0.06 70.79 2.97 0.18 70.49 3.00 0.02 54.22 3.19 0.52
18 2.00 0.05 99.99 2.32 0.47 67.55 2.00 0.02 62.39 2.37 0.70

Note. Simulations based on 50,000 “individuals”, 12 periods, Y = 200, probability of a son of 0.5.
a Percent boys is the percent boys of all births.

Table 1 shows average fertility, the standard deviation of fertility and the ratio of boys to births

for selected values of son preference (α), cost of pre-natal sex determination (ps) and cost of

children (k). In the absence of pre-natal sex determination, stronger son preference is often thought

to increase fertility. This is based on a confusion of total fertility with parity progression decisions

based on sex composition. For a given parity level, parents with a relatively large number of

girls are more likely to have another child, but this effect is countered by a lower likelihood of

progression for those with relatively more sons. Except for when the cost of children is low,

average fertility declines with higher son preference. An often ignored aspect of the impact of son

preference is the effect on the variance of fertility. Stronger son preference should increase the

variance in completed fertility; families who have sons early also stop childbearing early, while

those with girls continues for much longer. The simulations show that the variance in fertility

increases with stronger son preference, except when children are very expensive.

Introducing pre-natal sex determination has two opposing effects on fertility. On one hand,
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parents can reach a desired number of sons with fewer births and this would tend to reduce fertility.

On the other hand, parents will not have to pay for unwanted children and this wealth effect will

tend to increase fertility. The simulations show that reducing the cost of pre-natal sex determination

tend to reduce fertility (and lower its variance), but the small reductions are consistent with the two

opposing effects being of approximately equal size.9 As sex selection becomes less expensive the

proportion of boys clearly increases and, correspondingly, the spells between births become longer.

In addition, the higher the parity the longer the duration between births.

An important point is that a household may reverse its decision to use sex selection within a

spell. Consider a household in the last period that has been using sex selection in previous periods:

if this household derives higher utility from having a girl than paying for pre-natal sex determi-

nation and possibly not having a child, the optimal decision is not to use sex selection, even if

abortions were used on previous pregnancies. Other factors, such as dis-utility of too long spacing

between births, not captured by the model can have the same effect. Dis-utility of long spac-

ing might arise simply from wanting children close in age, but could also come from decreasing

economies of scale when children are far from each other in age or from larger opportunity costs of

leaving the labour market at older ages. Concerns about possible infertility may also increase with

the number of abortions. Hence, households may trade off between their preference for a son and

their preference for shorter birth spacing. The change in use of pre-natal sex determination after

abortions is clearly more likely to happen the fewer children a family has; if the household is, for

example, willing to have three children there may to room to change the decision on sex selection

within a spell for the second child.

The more households change their use of pre-natal sex determination within a spell, the more

likely it is that the simple method produces biased results. On one hand, if we observe all births a

set of women will have, the standard method may provide a downward biased estimate of the use

of sex selection. On the other hand, if many birth spells are censored the predicted ratio of boys to

girls will be biased upward because those who have not had a birth yet are more likely to have a

9See also the discussions in Leung (1994) and Davies and Zhang (1997).
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girl. In addition, with censoring it will appear as if fertility is lower than it really is, although the

standard method obviously cannot estimate whether a women will have a birth.

The model informs two of the hypotheses to be examined. The first is the “fertility” hypothesis:

The declining demand for children is the main factor in the decision to use sex selective abortions

for a given set of son preferences. Two important factors in predicting fertility are education and

area of residence; the more educated a women is and the more urbanised the areas she lives in, the

lower is her fertility. Hence, the hypothesis can be examined by comparing the use of sex selection

between education levels and between urban and rural areas.

The second hypothesis tests whether the differential stopping behaviour observed in many stud-

ies is an indication that families have preferences for one son (Repetto 1972; Arnold, Choe and

Roy 1998; Dreze and Murthi 2001). The Hindu tradition requires a son for lighting the funeral

pyre and, hence, this can be called the “funeral pyre” hypothesis (Arnold et al. 1998). If a family

has at least one boy there should be no evidence of sex selective abortions if the “funeral pyre”

hypothesis holds. If sex selection is instead decreasing in the relative number of sons it is more

likely that parents have a set of preferences as in the model above.

4 Estimation Strategy

Parents’ decision to use sex selective abortion has two implications: a higher probability that the

next child is a son and longer average waiting time to the next birth. Both must be incorporated

into the estimation strategy to provide unbiased and precise estimates of the use of sex selective

abortions. This section discusses the econometric specifications and the potential issues.

The econometric model is a competing risk discrete hazard model.10 For each married woman

(i = 1, . . . ,n) in the data we observe at least one spell. All spells are measured in quarters (t =

1,2,3, . . .) and the first spell begins at the time of marriage and subsequent spells nine months after

the birth of the last child. The starting point for each spell is t = 1 and the spell continues until

10Merli and Raftery (2000) used a discrete hazard model to examine whether there were under-reporting of births
in rural China, although they estimated separate waiting time regressions for boys and girls.
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time ti when a birth occurs or the survey takes place (the observation is censored). The time of

censoring is assumed independent of the hazard rate as is standard in the literature. The vector of

explanatory variable Xit includes information about various individual, household and community

characteristics. These are discussed below.

There are two exits states ( j = 1,2), for boy and girl, respectively, and Ji is a random variable

indicating which event took place. The discrete time hazard rate hit j for each type of event is

hit j = Pr(Ti = t,Ji = j | Ti ≥ t;Xit), (3)

where T is a discrete random variable that captures the quarter in which a birth occurs. To complete

the model specify the hazard rate as

hit j =
exp(α jt +β ′jXit)

1+∑l exp(αlt +β ′l Xit)
j = 1,2 (4)

where α jt is the baseline hazard for outcome j (the hazard when Xit = 0). This is the logistic

hazard model and this specification has the same likelihood function as the multinomial logit model

(Allison 1982; Jenkins 1995). Hence, if the data are transformed so the unit of analysis is spell unit

rather than the individual woman, the model can be estimated using a standard multinomial logit

model. In the reorganised data the outcome variable is zero if the woman does not have a child in

a given period, one if she has a son in that period, and two if she has a girl.

A minor drawback is that interpretation of the estimated parameters is not straightforward.

First, because of the competing risk setup the parameters show the change in hazards relative to

the base outcome rather than simply the hazard of an event. Secondly, an increase in a variable

with a positive coefficient may not increase the probability that the associated event occur because

the probability of another event(s) may increase even more (Thomas 1996). Instead, the results are

presented using the predicted percent boys born by length of birth spacing. For each quarter it is

straightforward to calculate the predicted probability of a woman having a boy and the predicted

probability of having a girl, conditional on the woman not having had a child before that quarter.
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The two probabilities are used to calculate the predicted percentage of children born that are boys

and the associated confidence interval for a given set of explanatory variables values in each quar-

ter. The extent to which the predicted percent boys is above the natural sex ratio then indicate the

extent of the use of sex selection. Most of the results are presented in this form.

A potentially important issue is that the model assumes that alternative exit states are stochas-

tically independent, also known as the Independence of Irrelevant Alternatives (IIA) assumption.

This assumption rules out any individual-specific unmeasured or unobservable factors that affect

both the hazard of having a girl and the hazard of having a boy. An important unobservable factor

is fecundity. Assume that a couple has low fecundity. Even with a strong son preference, low

fecundity makes the couple less likely to engage in sex selective abortions because they will have

difficulty conceiving again and having a girl might be preferable to having no children. Fecundity

therefore affect both the hazards of having children and the relative likelihood of having a boy

versus a girl. To address this problem the estimations include a proxy for fecundity discussed in

Section 5. In addition, the multivariate probit model can be used as an alternative to the multino-

mial logit because the IIA is not imposed (Han and Hausman 1990). The results are essentially

identical between these two models.11

A second issue is that the model estimates the progression from one birth to the next and not

the complete fertility path. This ignores any potential sample selection problems that might arise

from not all women making it to a given parity. With the exception of the first spell, a woman must

have had enough children to be observed in a particular spell. Women with long previous spells,

possibly because of sex selection, are therefore less likely to be observed. One possible solution is

to model the selection problem directly, for example, by “weighting” observations by the inverse

of the probability that the observation is observed. This is an important area for future research.

An final consideration is the functional form of the baseline hazard function. Here piece-wise

constant hazard rates are used with the exact specification depending on the amount of available

information for a spell. This approach is flexible and does not place overly strong restrictions

11The results are available upon request.
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on the baseline hazard. The model, as shown above, is a proportional hazard model and ignores

interactions between the explanatory variables and the baseline hazard. If the proportionality as-

sumption holds the result is greater efficiency. The problem is that it does not allow for differences

in effects of covariates over time and ignoring differences in the shape of the hazard functions

between different types of individuals can lead to substantial bias. It is highly unlikely that the

baseline hazards, even in the absence of pre-natal sex determination, are the same across education

levels, areas of residence or sex composition of previous births. There are differences in ability

to conceive across women due to factors such as health status and differences in the intensity of

the attempt to conceive as shown by the parity progression literature. The bias from the propor-

tionality assumption is likely to be exacerbated by the introduction of pre-natal sex determination,

especially if the use of sex selection within a spell responds to the length of the spell. Therefore,

the estimations below use a non-proportional model where the main explanatory variables and the

interactions between them are interacted with the baseline hazards. This allows the effects of the

main variables on the probabilities of having a boy, a girl or no birth to vary over time within a

spell. To further minimise the potential bias, estimations are done separately for different levels of

the mother’s education and for different time periods.

5 Data

The data come from the three rounds of the National Family Health Survey (NFHS-1, NFHS-2

and NFHS-3), collected in 1992-93, 1998-99 and 2005-2006, respectively.12 They were collected

by the International Institute for Population Sciences in Mumbai and have nationwide coverage.

There are three advantages to using the NFHS. First, the data are considered high quality. There

still is a potential issue of recall error, but, as shown below, it is more easily addressed than in

the data used by Jha et al. (2006). Secondly, it has complete birth histories for a large number of

women. Finally, by combining the three NFHS rounds it is possible to show the development from

12 NFHS-2 also has a small number of observation collected in 2000, due to a delay in the survey for Tripura.
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before sex selective abortions were available until 2006. Specifically, it is possible to validate the

method using data before sex selection and to show whether the law banning providing information

about the sex of a foetus have changed the use of sex selective abortions.

The surveys are large: NFHS-1 covered 89,777 ever-married women aged 13-49 from 88,562

households, NFHS-2 covered 90,303 ever-married women aged 15-49 from 92,486 households

and NFHS-3 covered 124,385 never-married and ever-married women aged 15-49 from 109,041

households. Visitors to the household were dropped from the sample as were women married more

than once, and women with inconsistent information on age of marriage or missing information on

education. Women interviewed in NFHS-3 who were never married or were gauna had not been

performed were also dropped. Women who had at least one multiple birth, reported having a birth

before age 12, had a birth before marriage or a duration between births less than nine months were

dropped. There are a number of women for whom the space between marriage and first birth were

less than nine months. These women are in the sample unless they are dropped for any of the other

reasons. Finally, only Hindu women are used here. About 80 percent of India’s population are

Hindu and focusing on this group ensures fewer issues with estimating the hazards functions.

5.1 Recall Error

A data issue that has not received the attention it deserves is the reliability of the birth histories.

Of primary concern is the potential for systematic recall error, i.e. children who are missed non-

randomly, for example, because of those children’s early death. Interviewers therefore probe for

any missed births if there is four or more years between two births reported as consecutive. Al-

though probing catches many missed births, recall error is still likely to be a substantial problem

in India. First, there is a significantly higher mortality risk for girls than for boys. Secondly, the

preference for boys also lead to more boys than girls being remembered among those children

who died. Finally, the probing works of long intervals between observed births, but given short

durations between births, especially after the birth of a girl, it is unlikely to pick up all children.

Figure 2 shows that differential recall of boys and girls is, indeed, a problem. The solid line

15



.4
8

.5
.5

2
.5

4
.5

6
.5

8
.6

0 10 20 30
Years between Marriage and Interview

Figure 2: Ratio of boys in “first” births

is the ratio of boys to children reported as first born by the number of years between the survey

and marriage, the dashed lines indicate the 95% confidence interval and the horizontal line the

natural ratio of boys (approximately 0.512).13 The observed ratio of boys is increasingly above the

expected value the longer ago the parents were married. Pre-natal sex determination techniques

did not become widely available until the mid-eighties and therefore cannot explain the higher sex

ratio. A more likely explanation is recall error, with the first child being a girl who died early,

followed by a son who is then reported as being the first born. The increasingly unequal sex ratio

with increasing marriage duration suggests that a simple solution to the recall error problem is to

drop observations for women who were married “too far” from the survey year. The cut-off points

used vary by survey round. Women who were married 22 years or more before the their interview

date in NFHS-1 were dropped and the corresponding cut-off points for NFHS-2 and NFHS-3 are

23 and 26 years.14 The final sample consists of 115,210 Hindu women.

5.2 Variables

The dependent variables are duration of the spells and outcomes of those spells. A spell has three

possible outcomes: the birth of a boy, the birth of a girl or the spell is censored. The first spell

is the duration from marriage until the first birth (or until censoring occur). Because a number of

13To ensure sufficient cell sizes the years are grouped in twos.
14The graph for second births shows a similar pattern with the likelihood of the second child being a boy going up

with increasing marriage duration. The graphs for the second births and the individual survey rounds are available
upon request.
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women married early (and began living with their husbands at a young age) the exact starting point

of this spell present some difficulties. For those who marry young, the “correct” starting point is

first ovulation, when the woman becomes “at risk” for a birth, but often menarche is used instead.

Information on age of menarche is, however, only available in NFHS-1. Instead, for women that

began living with their husband before age 12, the staring point is the month they turned 12 years

old. The second spell is from nine months after the birth of the first child until the second child is

born or censoring occur. The third and fourth spells follow the same definition. The nine months

after allow for the next pregnancy to be carried to term. There are few births that occurr less than

nine months after the previous birth and those women are dropped from the sample. An observation

is censored if a woman has not had child within 21 quarters of the beginning of the spell for the

first and second spell and within 19 quarters for the third and fourth spell. The shorter spell length

for the third and fourth spell is dictated by the low number of births after 19 quarters. Sterilisation

is also treated as censored.

The explanatory variables are divided into two groups. The first group consists of the main

explanatory variables that are expected to affect the shape of the hazard function and includes

the mother’s education, the sex composition of previous children and the area of residence. The

second group consists of the variables that are expected to have a proportional effect on the hazard

and includes the age of the mother at the beginning of the spell, the length of her first spell (for

second spell and above), whether the household owns land, and whether the household belongs to

a scheduled tribe or caste. There is clearly a trade-off between increasing the number of variables

that are expected to affect the shape of the hazard and the precision of the results. The more

variables are interacted with the baseline hazard the more data is required to precisely estimate the

effects. The choice of the variables to interact with the baseline hazard is based on which variables

are likely to be most important for fertility decisions and the use of sex selection.

The mother’s education is a major determinant of the opportunity cost of time and higher

education is expected to lead to lower fertility, thereby increasing the use of sex selective abortions.

Father’s education had little effect on the hazards and the use of sex selective abortions and is not
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included. Education is divided into three groups: No education, one to seven years of education,

and eight and more years of education. The models are estimated separately for each education

level.

The sex composition of previous children affects both the timing of fertility and the use of

sex selective abortions. The exact effects depend on whether the “funeral pyre” hypothesis holds

and whether parents continue to try to conceive sooner after a girl than a boy after pre-natal sex

determination become available. Sex composition is captured by dummy variables for the possible

combinations for the specific spell, ignoring the ordering of births. As an example, for the third

spell three groups are used: Two boys, one girl and one boy, and two girls.

The area of residence is a dummy variable for the household living in an urban area.15 Area of

residence captures both access to pre-natal sex determination techniques and the cost of children.

Moving from rural to more urban area should increase both the cost of children and access to

pre-natal sex determination. Both are expected to lead to greater use of sex selective abortions.

The sex composition of children, area of residence and their interactions are interacted with the

piece-wise linear baseline hazard dummies. In other words, the baseline hazards are assumed to

be different depending on where a woman lives and the composition of her previous children. As

an example, for the second spell a separate regression is run for each education level and in each

regression four different baseline hazards are estimated (first child a boy in rural area, first child

a boy in urban area, first child a girl in rural area, first child a girl in urban area). Although this

substantially increases the number of regressions and estimated parameters it reduces the potential

problem of including other variables as proportional effects. In addition, it forces attention to how

much data is really available to estimate the determinants of sex selective abortions.

The remaining variables are expected to affect hazards proportionally. Although fecundity

cannot be observed directly a suitable proxy is the duration from marriage until first birth. Most

Indian women do not use contraception before the first birth and there is pressure to show that a

newly married woman can conceive. This is confirmed by the very short spells between marriage

15NFHS uses four categories for area of residence: Large city, small city, town and countryside. To reach a sufficient
sample size urban areas are merged into one group.
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and first birth, even among the most educated. Hence, long spell between marriage and first birth

is likely due to low fecundity. The expected effect of a longer first spell is to reduce sex selective

abortions in subsequent spells. For both this variable and the age of the mother at the beginning

of the spell the squares are also included. The remaining variables are dummies for household

ownership of land and membership of a scheduled caste or tribe.

5.3 Descriptive Statistics

Tables 2 and 3 present descriptive statistics for the four spells by education level and when the spell

began. Three time periods are covered: 1972-1984, 1985-1994 and 1995-2006. A spell belongs to

a given period if the birth or marriage beginning the spell took place in that period. The first period

covers before sex selective abortions became widely available. Although abortion was legalised in

1971 and amniocentesis was introduced in India in 1975, the first newspaper reports of availability

of sex selection techniques are in 1982-83 (Sudha and Rajan 1999). The number of clinics quickly

increased and knowledge became widespread after a senior official’s wife aborted a foetus that

turned out to be male (Sudha and Rajan 1999, p. 598). The second period covers the time from the

widespread emergence of sex selective abortion until the Pre-natal Diagnostic Techniques (PNDT)

act was passed in 1994. The final period is from the PNDT act until the last available survey. The

PNDT made is a criminal offence to reveal the sex of the foetus and was followed by a campaign

against the use of sex selection, although enforcement appears to be relatively lax. Dividing spells

into the three period allows for an analysis of how fertility decisions and the use of sex selection

has changed over time under three different regimes. For each spell the three first variable are the

possible outcomes of the spell: Boy, girl or censored. These are followed by the sex composition

of previous children (for spells two to four) and other explanatory variables. Finally, the last two

rows show the number of quarters observed and the number of women who began the spell. Within

each spell, each row is a separate regression sample used for the results below.

There is a substantial number of censored observations. As an example, for highly educated

women who had their first child in the 1995-2006 period, almost half did not have their second child
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by the time of survey. Hence, although about thirteen thousand women began the second spell there

is only about seven thousand births to these women. Censoring becomes even more important

for the third and fourth spell, where around seventy percent of the observations are censored.

Generally, censoring increases with parity and time period.16 This reflects a combination of factors:

The timing of the surveys relative to the periods of interest, later beginning of childbearing, falling

fertility and finally censoring from the use of sex selective abortions. Even if the censoring is not

only due to sex selection, it does underscore the importance of controlling for censoring of the

observations and understanding the progress from one birth to the next.

The descriptive statistics also provide a first indication of how the sex ratio at birth changes

over time and by spell. For the first spell the sex ratio is very close to the natural for all education

group and all three time periods. As an example, among the highly education group for the 1995-

2006 period, 51.3 percent of the children born were boys.17 For the second spell, all but the highly

educated group in the last two periods have sex ratios in line with the natural sex ratio. Women

with eight or more years of education have 53.1 and 54.3 percent boys in the 1985-1994 and 1995-

2006 periods, respectively. This pattern repeats itself for the third spell, except the percentage boys

is higher for the high education group (55.3 and 55.9 for the last two time periods). Finally, for the

fourth spell the high education group had sixty percent boys in the last period, i.e. after the PNDT

act was introduced. Note, however, that for the fourth spell the number of births is substantially

smaller and censoring even more important than for the other spells.

India’s population has become progressively more urban and this is reflected in the sample.

For the first period, 32 percent of the women entering the first spell lived in urban areas. This

increases to 35 percent for the second period and to 42 percent for the final period. In addition,

the population is also substantially better educated. Women with no education constituted almost

sixty percent in the first period but less than thirty percent in the last period. Correspondingly,

women with more than eight years of education were just over twenty percent in the first period

16The exception is for women without education where twelve percent of the women who married in the 1972 to
1984 period did not have a first birth at the time of the survey.

17There still appears to be some recall error for the group of women without education for the 1972-1984 period,
where 52.3 percent of the children born were boys.
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but almost half in the last period. Part of the increase in education is correlated with the increase in

urbanisation but clearly the proportion of better educated women has increased substantially in the

rural areas as well. Among the high education group almost seventy percent lived in urban areas

during the first period but this had fallen to less than sixty percent in the last period.

The increased in urbanisation and education is likely to exert downward pressure on fertility

and the high censoring rates for the later periods are evidence of this. Figure 3 provides an indica-

tion of just how strong the decline in fertility has been. It shows the average number of children

born to women before they turned 35 by their year of birth. Women born in the early 1940s had on

average close to five children when they reached 35, but women born in the early 1970s had only

just over three children. The low number of children is especially remarkable because it combines

all education levels and all area of residence. Hence, fertility in cities is likely substantially lower.

3
3.

5
4

4.
5

5
5.

5

1950 1960 1970
Respondent’s year of birth

Figure 3: Children ever born at age 35

6 Results

In the interest of space and because interpretation is not straightforward, parameter estimates are

not presented.18 Results are instead mainly presented using graphs of predictions of the percentage

boys born by quarter, the associated 95% confidence interval and the survival curve for “represen-

tative women.” A “representative woman” is a set of values of the explanatory variables chosen

to be close to the mean for the relevant sample based on the descriptive statistics provided above.
18The parameter estimates are available on request.
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Common to all the “representative women” is that they do not own land and do not belong to either

a scheduled caste or a schedule tribe.

The survival functions show the predicted probability of not having had a birth yet by the

length of the spell. The survival curves are included for two reasons. First, they show the predicted

progression to the next birth by quarter and how quickly it occur, if at all. Secondly, they provide

“weighting” for the associated predicted percentage boys born. The steeper the survival function,

the more weight should be assigned to a given spell period because it is based on more births,

whereas if the survival curve is flat the period should be given little weight because the predicted

percentage boys is based on few births.

6.1 Spell from Marriage to First Birth

The analysis of the first spell is presented for all three education groups for three reasons. First,

previous research claim that the largest number of missing girls is for first order births (Jha et

al. 2006). Secondly, there are substantial more first births than subsequent births, allowing for a

precise estimation of the “natural” percentage boys born in India. Finally, the results provide an

indication of whether the length of the first spell is a good indicator for fecundity.

Figures 4 to 6 show the predicted percentage boys born by quarter from marriage to first birth

and the associated survival functions for the three education groups for representative women.19

For the first spell the representative woman is 16 years old at the beginning of the spell for the no

education group, 17 years old for the middle education group and 20 years old for the high educa-

tion group. Each column represents a time period with the top panel showing urban results and the

bottom panel rural results. The graphs also show the expected natural rate of boys, approximately

51.2%. For comparison, if 55% of children born in a given quarter were boys, approximately

14% of the female foetuses were aborted. The corresponding numbers for 60% and 65% boys are

approximately 30% and 43% of the female foetuses aborted.

The most interesting result is how close to the natural sex ratio the predicted percentage boys

19The underlying hazards figures for these and all subsequent hazard figures are available on request.
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(b) 1985-1994 (N=3,664)
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(c) 1995-2006 (N=1,507)
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(d) 1972-1984 (N=20,172)
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(e) 1985-1994 (N=17,872)
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(f) 1995-2006 (N=5,823)

Figure 4: Predicted probability of having a boy and probability of no birth yet from time of
marriage for women with no education by quarter. Predictions based on age 16 at marriage. Left
column shows results prior to sex selection available, middle column before sex selection illegal

and right column after sex selection illegal. N indicates the number of women in the relevant
group in the underlying samples.

is for each group and for each period. This is most clearly seen for rural women without education

before 1985, who also represent the biggest group (Figure 4d). For these women the predicted

sex ratio is aligned almost perfectly with the expected sex ratio. For the other groups there is
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(a) 1972-1984 (N=3,148)

Prob. boy (%)

40
45

50
55

60
65

70
75

0 5 10 15 20
Quarter

Prob. no birth yet

0
.2

.4
.6

.8
1

0 5 10 15 20
Quarter

(b) 1985-1994 (N=3,346)
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(c) 1995-2006 (N=1,941)
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(d) 1972-1984 (N=5,631)
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(e) 1985-1994 (N=6,707)
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Figure 5: Predicted probability of having a boy and probability of no birth yet from time of
marriage for women with 1 to 7 years of education by quarter. Predictions based on age 17 at

marriage. Left column shows results prior to sex selection available, middle column before sex
selection illegal and right column after sex selection illegal. N indicates the number of women in

the relevant group in the underlying samples.

more volatility in the predicted percentage boys, but nowhere is it statistically significantly larger

than 51.2 percent.20 Furthermore, for quarters with more substantial deviations from the natural

20The urban no education group for the 1972-1984 period show two quarters where the predicted percentage boys
is just statistically significantly higher than 51.2 percent, but this is likely due to recall error not perfectly caught by
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(a) 1972-1984 (N=6,260)
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(b) 1985-1994 (N=9,247)
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(c) 1995-2006 (N=7,505)
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(d) 1972-1984 (N=2,778)
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(e) 1985-1994 (N=5,872)
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Figure 6: Predicted probability of having a boy and probability of no birth yet from time of
marriage for women with 8 or more years of education by quarter. Predictions based on age 20 at
marriage. Left column shows results prior to sex selection available, middle column before sex

selection illegal and right column after sex selection illegal. N indicates the number of women in
the relevant group in the underlying samples.

sex ratio, the predictions are generally based on fewer births. In other words, it appears that the

probability of having a boy is exactly the same in India as it is in other places.

the method above and the periods around those two quarters are below the natural percentage boys.
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For the group most likely to use sex selection, highly educated, urban women in the 1995-2006

period, the predicted percentage boys is also almost perfectly aligned with the expected percentage

boys (Figure 6c). Hence, there is no evidence that Hindus in India use sex selection on first births.

This cast serious doubts on the data used by Jha et al. (2006) and their results.

For all education group and for all periods more than ninety percent of women will have had

their first child within 21 quarters of being married and the proportion is increasing in education.

In addition, 70 to 85 percent of women will have had their first child within 2.5 years (ten quarters)

of their marriage and the space between marriage and first birth has become shorter over time. The

most likely explanation for the reductions in spell lengths and the increase in the number of women

who have their first child before 21 quarters is improvements in health status. This is consistent

with the differences between education groups where more educated women are also more healthy

and therefore more likely to conceive. There are two implications of this. First, it reinforces the

need for estimating the models separately for different education levels. Secondly, it confirms that

the length of the first spell can serve as a suitable proxy for fecundity and that Hindu women in

India have their first birth very soon after marriage, even among highly educated, urban women.

6.2 High Education Group

If lower fertility is the driving force behind sex selection, women with the most education should

be the earliest adopters and use it for lower parity children than those with less education. The

predicted percentage boys for the second, third and fourth spells for women with eight or more

years of education show that this is, indeed, the case. As for the first spell, the results are presented

using a representative woman with the same characteristics as above, except that the ages at the

beginning of the spell are 22, 24 and 25 years for the second, third and fourth spell and that the

first spell length is set equal to 16 months.

Figures 7 and 8 show the second spell predicted percentage boys and the survival curves by

spell length for urban and rural women.21 For both figures, the top panel shows the results if the

21Recall, zero quarters is equivalent to nine months after the first birth.
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first child was a girl and the bottom panel the results if the first child was a boy. Not surprisingly,

there is no evidence of sex selection for the 1972-1984 period; the predicted percentage boys match

up closely with the natural. There is some evidence that spacing is shorter after the birth of a girl

than after a boy, but the differences between the survival curves in the beginning of the spells are

not large. The largest difference at five quarters is for urban women and that is only around five

percentage points. This is consistent with more educated women being more aware of the potential

negative effects of close spacing.

The first substantive evidence of sex selection is for urban women with one girl in the 1985-

1994 period (Figure 7b). The percentage boys begins at the natural level but then increases to al-

most 60 percent after which it drops slightly. The use of sex selective abortions becomes even more

apparent for the 1995-2006 period, where the percentage boys born to highly educated women with

one girl begins at just below 60 percent, increases to above 65 percent, followed by a decline to

just over 55 percent. These results are especially remarkable given that the numbers are for all of

India, not just the states with traditionally strong son preferences.

Of particularly interest is how the predicted percentage boys changes with spell length. The

development in the percentage boys by quarter for the 1995-2006 period (Figure 7c), is consistent

with some women changing their decision to use sex selection after going through one or more

abortions. The results are for the median level of fecundity, and it is therefore unlikely that the

decline is due to lower fecundity for women who give birth later in the spell.22 The 1985-1994

period (Figure 7b) shows the same fall at the end of the observed spell, but it also begins at the

natural level, consistent with increasing access and acceptance of sex selection over the early pe-

riod. Women who began their second spell early in the 1985-1994 period were less likely to have

access than women who began their second spell later in the period. The 1985-1994 results can be

thought of as the pattern that will prevail as sex selection is introduced, and the 1995-2006 results

show the pattern with a mature and readily available technology. That sex selection for the 1995-

2006 period is used more early in the spell compared to later also shows that not taking account

22It is, of course, possible that women find it harder to conceive during the second spell, but the survival curve
would be very close to the survival curve for the first period if the female foetuses were carried to term.

29



First child a girl

Prob. boy (%)

35
40

45
50

55
60

65
70

75

0 5 10 15 20
Quarter

Prob. no birth yet

0
.2

.4
.6

.8
1

0 5 10 15 20
Quarter

(a) 1972-1984 (N=2,791)
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(b) 1985-1994 (N=5,011)

Prob. boy (%)

35
40

45
50

55
60

65
70

75

0 5 10 15 20
Quarter

Prob. no birth yet

0
.2

.4
.6

.8
1

0 5 10 15 20
Quarter

(c) 1995-2006 (N=3,827)

First child a boy

Prob. boy (%)

35
40

45
50

55
60

65
70

75

0 5 10 15 20
Quarter

Prob. no birth yet

0
.2

.4
.6

.8
1

0 5 10 15 20
Quarter

(d) 1972-1984 (N=2,877)
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(e) 1985-1994 (N=5,421)
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(f) 1995-2006 (N=4,015)

Figure 7: Predicted probability of having a boy and probability of no birth yet from nine months
after first birth for urban women with 8 or more years of education by quarter. Predictions based
on age 22 at first birth. Left column shows results prior to sex selection available, middle column
before sex selection illegal and right column after sex selection illegal. N indicates the number of

women in the relevant group in the underlying samples.

of timing of births and the potential censoring of birth spell can lead to an upward bias in the final

sex ratio of second born children.

For rural areas there is no sign of sex selective abortion during the 1985-1994 period, but for
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(a) 1972-1984 (N=1,183)
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(b) 1985-1994 (N=2,967)
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(c) 1995-2006 (N=2,740)
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(d) 1972-1984 (N=1,305)
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(e) 1985-1994 (N=3,213)
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Figure 8: Predicted probability of having a boy and probability of no birth yet from nine months
after first birth for rural women with 8 or more years of education by quarter. Predictions based

on age 22 at first birth. Left column shows results prior to sex selection available, middle column
before sex selection illegal and right column after sex selection illegal. N indicates the number of

women in the relevant group in the underlying samples.

the 1995-2006 period the percentage boys born to highly educated women who have a girl as their

first child increases gradually from 55 percent to over 60 percent until dropping off to the normal

percentage boys (Figure 8c). Hence, there appears to be easy access to pre-natal sex determination
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even in rural areas. The difference between urban and rural women for the 1985-1994 period is

more likely to the result of differences in fertility than in access to pre-natal sex determinantion

as shown below. As more and more rural women have only two children the use of sex selection

goes up. The implication is that rural areas lag behind urban areas but not by much and that the

expected pattern for the next round of the NFHS for rural educated women should closely mirror

what is found for the 1995-2006 period for urban women.

Women who had a boy as their first child do not appear to be using sex selective abortions.

This holds for urban and rural areas and for all time periods. In addition, women with a boy are

less likely to have a second birth within the 21 quarters. This is especially prevalent for urban

women, although for rural women show the same pattern. For urban women with one boy, more

than thirty percent are not predicted to have their second child within the 21 quarters covered here.

This means that six years have passed since the birth of their first child and given the flatness of

the survival function it it unlikely that many of these women will ever have a second child. Even

for rural women around twenty percent of women will likely not have a second child.

The result for the third spell are shown in Figures 9 and 10 for the representative urban and

rural women. The top panel shows the result if the first two children were girls, the middle panel if

the couple had one boy and one girl, and the bottom panel if the first two children were boys. Again

there is no evidence of sex selective abortions before 1985, but clearly there is more volatility in

the predicted percentage boys due to the lower sample sizes.

In urban areas there is clear evidence of sex selective abortions among women with two girls

for both 1985-1994 and 1995-2006. For the first of these periods, births early in the spell are close

to the natural sex ratio, but births after the fifth quarter are significantly above the natural level at

around 65% boys.23 Interestingly, there does not appear to be an increase in the use of sex selective

abortions in the 1995-2006 period compared to the 1985-1994 period. This can be explained by the

increase in the use of sex selective abortions for second births combined with lower desired fertility.

Fewer women have two girls and given the apparent ready access to pre-natal sex determination

23The sex ratio increases substantially for births after the 15th quarter, but given the low number of births it is not
clear how much one can learn from this increase.
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(c) 1995-2006 (N=1,015)
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(f) 1995-2006 (N=2,367)

Figure 9: Predicted probability of having a boy and probability of no birth yet from nine months
after second birth for urban women with 8 or more years of education by quarter. Predictions
based on age 24 at second birth. Left column shows results prior to sex selection available,
middle column before sex selection illegal and right column after sex selection illegal. N

indicates the number of women in the relevant group in the underlying samples.

those who do are more likely to do so by choice.24 Even then, the percentage boys born is between

60 and 65%. This pattern of sex selection for women with two girls is mirrored by rural women.

24For urban women, 25 percent of the sample in the first period had two girls, while only 22.7 percent of the third
period sample had two girls.
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(g) 1972-1984 (N=789)
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(h) 1985-1994 (N=1,665)
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Figure 9: Predicted probability of having a boy and probability of no birth yet from nine months
after second birth for urban women with 8 or more years of education by quarter. Predictions
based on age 24 at second birth. Left column shows results prior to sex selection available,
middle column before sex selection illegal and right column after sex selection illegal. N

indicates the number of women in the relevant group in the underlying samples.

As expected, given that most educated women do not want more than two children, there is no

evidence for declining use of sex selection toward the end of the spell.

Women with either two boys or one boy and one girl as their first two children do not appear

to use sex selection. Relatively few of these women go on to have a third child and the proportion

that does declines substantially over time. This is best illustrated by the urban women in the 1995-

2006 period (Figures 9c, f, i). Close to sixty percent of the women with two girls will have a third

child, while only around thirty percent of those with at least one boy will have a third child. For

comparison, during the 1972-1984 period eighty percent of the urban women with two girls had a

third child and almost sixty percent of those with at least one boy had a third child. The numbers

are higher for rural women, but the pattern is the same.

Relative few women with eight or more years of education have three children and even fewer

have four. This means that caution should be used in interpreting the results and in the interest
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(a) 1972-1984 (N=312)
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(b) 1985-1994 (N=942)
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(c) 1995-2006 (N=842)
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(e) 1985-1994 (N=1,909)
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(f) 1995-2006 (N=1,763)

Figure 10: Predicted probability of having a boy and probability of no birth yet from nine months
after second birth for rural women with 8 or more years of education by quarter. Predictions
based on age 24 at second birth. Left column shows results prior to sex selection available,
middle column before sex selection illegal and right column after sex selection illegal. N

indicates the number of women in the relevant group in the underlying samples.

of space the graphs are not presented here.25 As for the other spells there is no evidence of sex

selection for the first period. Again, families without boys are the main users of sex selective

25Graphs and underlying estimation results are available on request.
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(h) 1985-1994 (N=899)
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Figure 10: Predicted probability of having a boy and probability of no birth yet from nine months
after second birth for rural women with 8 or more years of education by quarter. Predictions
based on age 24 at second birth. Left column shows results prior to sex selection available,
middle column before sex selection illegal and right column after sex selection illegal. N

indicates the number of women in the relevant group in the underlying samples.

abortions. For urban women with three girls the predicted percentage boys is between 60 and 75

for both the 1985-1994 and 1995-2006 time periods. The numbers for rural women with three

girls are in line with those for urban women. It is worth noting that there are only 211 and 155

observed births for urban women for the two time periods, and only 167 and 178 births for the

rural women. What appear to be the only evidence against the “funeral pyre” hypothesis comes

from urban women with two girls and one boy for whom the predicted percentage boys is above 65

percent for all quarters, but this result is based on only 292 births and does not show up for other

urban women or for rural women. Finally, it is interesting that the probability of having a fourth

child is higher for women with three boys than it is for women with two boys and one girl. This

might be evidence of a slight gender balance preference, although there is absolutely no evidence

that women are aborting boys and the number of observed births to both groups is very small.

To further examine the connection between fertility and sex selection Figure 11 presents results

by desired fertility for the second spell for women whose first child was a girl. A majority of
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(a) Rural (N=4,663)

Prob. boy (%)

35
40

45
50

55
60

65
70

75

0 5 10 15 20
Quarter

Prob. no birth yet

0
.2

.4
.6

.8
1

0 5 10 15 20
Quarter

(b) Urban (N=7,940)
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(c) Rural (N=1,044)
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(d) Urban (N=898)

Figure 11: Predicted probability of having a boy and probability of no birth yet from nine months
after first birth for women with 8 or more years of education by quarter. Predictions based on first

child a girl and woman age 22 at first birth. N indicates the number of women in the relevant
group in the underlying samples.

women want two or fewer children and that number is increasing over time. To achieve a large

enough sample all second spells that began in the period 1985 to 2006 are therefore used. This

allows for non-proportional hazards by area of residence, sex of previous child and desired fertility

to be estimated. For both rural and urban the left figure shows the results for women who want two
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or fewer children and the right shows the results for women who want three or more children.26

The proportion of women who have a second child is substantially higher among women who

want three or more children than among those who want two or fewer. There is little or no evidence

of sex selection for women with higher desired fertility (Figures 11c, d), whereas sex selection is

clearly used by women who want two or fewer children, especially among urban women (Figures

11a, b). For urban women who want only two children there is no change in the use of sex selection

with the length of the spell as expected for women who do not want than two children.

6.3 Middle and Low Education Groups

For women with one to seven years of education, a representative woman is used with the first spell

length set to 16 months and the ages at the beginning of the spell 19, 21 and 24 for the second, third

and fourth spells, respectively. There are two factors that make it difficult to establish whether sex

selection is used among the middle education group. First, there are fewer observations for this

group compared with the high education group. That problem becomes especially acute when

looking at the higher spells divided by sex composition of previous children. Secondly, even for

those spells with more information there is substantially more noise in the 1972-1984 results than

for the high education group.27

For the second spell there is no evidence of sex selective abortions for either urban or rural

women and the proportion of women who have a second birth remains high across all three time

periods. The same is the case for the third spell, although there signs of falling fertility in that the

proportion of women who have a third child is decreasing, especially among those with one or two

boys.28 Even for the fourth spell, women with three girls does not show statistically significant use

of sex selective abortions and this holds for both urban and rural women. For both urban and rural
26A concern with using stated desired fertility is that it is potentially endogenous to the number of children a woman

has actually had. These results are therefore best treated as suggestive. See Rasul (2008) and Ashraf, Field and Lee
(2009) for discussions of stated fertility preferences and their effect on fertility.

27The results are available on request.
28There are relatively few urban women with two girls in this education group and although there might be some

evidence of sex selective abortions the results are too noisy to conclude anything with any degree of confidence.
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women there has been a substantial decline in the number of women who have a fourth child and

again this decline is concentrated among women with one or more boys.

For women with no education, the starting ages are 18, 21 and 23 for the second, third and

fourth spells, respectively. Although there are not a large number of women in urban areas without

education there are substantial numbers in the rural areas.29 For urban women without education

there is little evidence of sex selection for any of the spells.30 Although the percentage boys for

rural women with one girl for the second spell is a very precisely estimated flat line for the 1985-

1994 period, the percentage boys for the third period is between 55 and 60 from the seventh to

the thirteenth quarter and this percentage is statistically significant.31 Two things makes this result

puzzling. First, there is little evidence of women stopping childbearing once they have a son. Even

among rural women with two sons almost ninety percent go on to have a third child and eighty

percent of women with three boys have a fourth child. Hence, fertility remains very high for this

group and therefore also the probability of having at least one son without the use of sex selective

abortions. Secondly, one would expect more use of sex selection for women with two girls in the

third spell or three girls in the fourth spell, but for both the predicted percentage boys is close to

the natural rate.

6.4 Comparing the Hazard and Standard Models

To compare the proposed and the simple methods, Table 4 presents the predicted percentage boys

for the second spell for urban and rural women with eight or more years of education. The standard

method is estimated using a logit model and the same explanatory variables as the hazard model.32

The logit model is estimated using births from spells that began in a given period. The predicted

percentage boys are calculated for all women used in the estimations, both censored and uncen-

sored. The predicted percentage boys for censored women for the logit model uses all censored

29The results are available on request.
30Urban women with three girls do have a higher percentage boys, but only 208 are in this group.
31These quarters account for more than twenty percent of the births or slightly more than 700 births.
32The results are available on request.
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women. For the hazard model the predicted percentage boys for censored women is weighted by

the probability of a birth, which is also presented.

Table 4: Comparison of Hazard and Logit Models for Second Birth
for Women with 8 or More Years of Education for 1995-2006 Period

Urban Rural

Sex of first child Boy Girl Boy Girl

Uncensored observations
Predicted percent boys using logit model 51.2 59.0 49.9 56.7
Predicted percent boys using hazard model 51.0 58.3 49.3 56.8
Number of uncensored observations 1901 1957 1653 1659

Censored observations
Predicted percent boys using logit model 51.8 59.6 50.4 56.9
Predicted percent boys using hazard model 51.2 57.6 47.9 56.7
Average predicted probability of birtha 47.5 54.0 67.0 71.1
Number of censored observations 1642 1474 1120 946

Note. Uncensored observations are those where the second birth is observed within 21 quarters of the first
birth. The logit model is estimated using only uncensored observations. The hazard model is estimated using all
observations. For censored observations the predictions of the hazard model are based on the period from time
of censoring to 21 quarters.
a The probability of a second birth to a woman (for censored observation) is calculated from her predicted
“survival” from time of censoring to 21 quarters using the estimated hazard model.

For spells that began 1985 to 1994, the two methods lead to almost identical results for un-

censored observations. For urban censored women, the hazard model predicts that 56 percent will

have a second birth if their first child was a girl and just over 50 percent if the first child was a boy.

The predicted percentage boys from the hazard model is one percentage point higher than the logit

model if the first child was a girl but lower if the first child was a boy. Hence, for urban women the

final sex ratio among second born children is likely to be more uneven than what one would expect

based on the uncensored observations.

The 1995-2006 period has substantially more censored observations and there are therefore

also larger differences between the logit and the hazard results. This is especially the case for the

main users of sex selection, urban women with one girl. The predicted percentage boys is 0.7 lower

for the uncensored observations based on the hazard model than the logit model. Furthermore, for

censored women the hazard model predicts 57.6 percent boys, while the logit model predicts 59.6

percent boys. The conclusion is that the logit model predicts a substantially more unequal sex ratio
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than what we are likely to observe once childbearing is completed.

6.5 Predicted Number of Children and Abortions

An important advantages of the new method is that one can estimate both fertility and use of sex

selective abortions as women move through their childbearing years. Table 5 shows predicted

fertility and number of abortions for the two samples of women with eight or more years of educa-

tion.33 The predictions are done as follows. For a given spell, a woman’s probability of having a

birth in each quarter is calculated and she either has a child or not based on a binomial distribution

with this probability. If she has a child she is assigned a boy or a girl, again based on a binomial

distribution with the probability of having a son based on the predicted probability from the esti-

matins above. Once she has a child she leaves that spell and her starting age for the next spell is

calculated. If she does not have a child before the quarters run out she is assumed to have stopped

childbearing and she does not enter the next spell. This is done for all four spells, so fertility is

capped at four. Because the samples might differ in composition between periods, the results for

the two periods are presented for both women who married in the 1985-1994 period and women

who were married in the 1995-2006 period. The presented results are averages of 80 repetitions.

Fertility has fallen over time; predicted completed fertility for urban women went from 2.3

during the 1985-1994 period to just barely over 2 during the 1995-2006 period. Hence, fertility for

urban women is likely to be below replacement. Rural women also showed a decline in fertility

over time going from 2.8 to 2.5.

For all groups, the number of abortions expected before childbearing is over increased substan-

tially between the two periods. Ignoring the compositional effects and comparing the first and last

columns for urban women, the number of abortions per 100 women have gone up by almost ten

percent (7.1 to 7.8) and the number of abortions per 100 births have gone up by over twentyfive

percent (3.0 to 3.8). For rural women, abortions per 100 women increased five percent (6.9 to 7.3),

33In other words, the same women who were used to estimate the results for the spell from marriage to first birth
above. There are 15,119 women in the 1985-1994 sample and 13,097 women in the 1995-2006 sample. For more
information see Table 2.
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Table 5: Predicted Lifetime Fertility, Sex Ratio and
Abortions for Women with 8 or More Years of Education

Sample period 1985-1994 1995-2006

Estimation Results from Period 2 Period 3 Period 2 Period 3

Urban
Fertility 2.3 2.1 2.3 2.0
Percentage boys 52.7 53.0 52.6 53.2
Abortions per 100 births 3.0 3.6 2.9 3.8
Abortions per 100 women 7.1 7.6 6.7 7.8

Rural
Fertility 2.8 2.6 2.7 2.5
Percentage boys 52.5 52.7 52.4 52.7
Abortions per 100 births 2.5 2.8 2.4 2.9
Abortions per 100 women 6.9 7.2 6.6 7.3

Note. Prediction of fertility and abortions are based on the results above. The samples consist of
all women who married in a given period. All numbers presented are for women predicted to have
one or more births. Results are average values of 80 repetitions of the predictions.

while abortions per 100 births increased over fifteen percent (2.5 to 2.9).

Of particular note is the high level of abortions for the 1985-1994 period, especially for rural

women. Rural women have more children than urban women and therefore need fewer sex selec-

tive abortions to ensure a son, but given differences in fertility the numbers of abortions for rural

women are not far behind those of urban women. Educated rural women obviously had few con-

straints on access to pre-natal sex determination even when the techniques were relatively new. As

fertility continues to fall, we are likely to see further increases in the use of sex selective abortions.

7 Conclusion

This paper introduces a novel approach that allows for joint estimation of fertility and sex selective

abortions using a non-proportional competing risk hazard model. Three hypotheses are examined

and all are strongly supported. First, declining demand for children is a driving factor in the

decision to use sex selective abortion. Only women with low expected fertility show evidence of

sex selection. Better educated women, those with eight or more years of education, in both urban
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and rural areas, use sex selection and as fertility falls they use it on lower parities. In addition,

women wanting more than two births did not use sex selection on the second birth. Secondly,

parents appear to have a preference for one son rather than many sons. There is little evidence

that women with one or more sons use sex selection and their probability of a next birth declines

substantially. Third, the legal steps taken to combat sex selective abortion have had minimal impact

on the practice. The use of sex selection is increasing over time and higher after the PNDT Act was

passed. For all of India the predicted number of sex selective abortions per one hundred women

during their childbearing is now above seven for women with eight or more years of education.

An important conclusion of this study is that women have preferences over both number of

children and the composition of these children.34 This leads to a trade-off between the cost, both

monetary and psychic, of sex selection and the cost of children. Previous research was unable

to explain why higher education increased sex selection in India because it failed to tied the use

of sex selection to the fertility decision. The importance of understanding this trade-off is also

evident within spells and a significant feature of the new approach is that it allows for changes in

the decision to use sex selection within a spell. This is most clearly seen for better educated urban

women, where the use of sex selection declines as the second spell becomes long. The result is

that the standard model predicts a substantially higher percentage boys born than the hazard model,

because the standard model cannot take into account censoring and changes within spells.

The results also have implications for our understanding of the relation between the marriage

market and sex selection. With sex selection mainly used among better educated, it is unlikely that

higher dowries are responsible for the use of sex selection in India, unless dowries increases more

than proportionally with education level and income. If dowries were an important consideration,

one would expect sex selection to be used among poorer families with many girls, but there is

little evidence of this. Recent data with information on both birth histories and average dowries

of areas allow for a direct test of this relationship, making this is a worthwhile area for future

34It also cast doubts on the reliability of stated son preference. Recent research suggest that son preference, mea-
sured as wanting more boys than girls, is decreasing over time and with higher education in India (Bhat and Zavier
2003). This runs counter to the actual change in the use of sex selection.
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research. Another area of future research is the interaction between marriage market sex ratios and

sex selection. Parents may care not only about the number and type of children they have but also

about whether they will have grandchildren. If they do, then a boy could still be preferred to a

girl, but a married girl would be preferred to an unmarried boy (Bhaskar 2010). The implication

is that parents respond to changes in the expected sex ratio of their children’s marriage market,

even given their preference for sons. This hypothesis can be tested using measures of the observed

distributions of boys and girls and the method proposed here.

In addition to the marriage market there are potentially important interactions between sex

selection and child outcomes. Specifically, it has been argued that more sex selection may benefit

girls because those born are more likely to be wanted. The new approach can be used to predict

how likely it is that a woman has used pre-natal sex determination for a given birth based on her

characteristics. This predicted probability can then be used in estimations of the determinants of

child health to directly test whether increasing use of sex selection is beneficial for the girls who

are born. Because sex selection is mainly used among well educated women and they tend to have

low mortality, it is unlikely that there will be much of an effect. The method can, however, also be

extended to other outcomes or the use of sex selection can be predicted for an geographical area

and that the predicted use for the area can be used as an explanatory variable.

In conclusion, the results provide clues to how the use of sex selection will change in the future.

Because lower fertility is responsible for the increase in sex selective abortions, it is likely that we

will see further increases as more families want fewer children, either because of urbanisation or

increases in female education. With the already low fertility for well educated urban women a

substantial future increase per woman is unlikely, but a higher proportion of women will belong to

this group. For rural, well educated women fertility is still falling and to the extent that it falls to

the same level as for urban women we should expect an corresponding increase in sex selection.

There is beginning evidence of lower fertility for women with less education, i.e. below eight years

of education, but a substantially number still have four or more children. Once that begins to drop

to three and even two we are likely to see substantially higher use of sex selection in India.
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